
l)esign of lIigh-Accuracy Multiple Flyby Trajectories Using
Constrained Optimization

lkmnis  v .  }+~J’I-ld

1 Jarl”y  1’;. llright’~

Jet Propulsion 1,abor:itory
(!aliformia  ]nstitutc  of ‘1’cchnology

4800 oak Grove  I)IIVC
l’asadena, Ca 911 [)9

1



IN’1’l{OI)LJ(;’J’I{)N

over the past  two  dccadcs  the extremely clif”l’iculi problcm  of Efficiently

finding optimal tr:ljcctories  which involve close  fly] )ys of multi ])lc gravitating’ }mdies

has been  addrmsd  by many investigators using a variety of’ met] iods. Wherms  tllc

method  and particular formulation of the nicthocl described in this paper :irc i]) ])ari

clirdly  rdatd to several of those methods, a novel way of splitting the t,rajccto].y

into legs and the! continued inl])rovcmmt,  of computing capability of modern

computer workstations has allowd for a si{;nifica]lt  inlprovcn lent in sped, cxisc of

USC, and accuracy of the resulting trajectory clcsigl I.

The trajectory opti]nization  tcchniquc described in this ])a~mr ~)rovidcs

scwcral  distinct advantages ovm previous formulations. First,  fully nun)crically

intcgratcc]  trajectory modding is used. Thatj is , no ap])roxill):itio~ls”  to the tr:ijcdmy

arc made and the inclusion of any lcvd of conlplicotd force  models  desird  is

allowccl.  Second, only trajectory propagation is us(!c]  so there  is no requirement for

solutions of multiple boundary value problems as i ntermcdiat(l  stc])s  before

optimization. This is acconl])lishd by the IIovd  method of splitting the tr:ijccto).y

into indcpcmdcnt  lc~s, which arc thcm subjected to constrained optimization. ‘1’hi l-d,

each of the trajectory legs may lW specified by any cc)nvc]lic]lt  set of ])aramctcrs

particularly uscfu] for that lc!g. Any of these paral  ndcrs may then be subject to

constraints. F’ourth, the l)onlinmr optimization pI oblcm  is solvd  by solving a

scqumcc  oflincar problmns  wl)ich  converges to tht! oJ)til]lal no]]lincar  solution.

l“ifth,  the robustness of this formulation requires 1 ittlc  or no user intmaction  wit])

the optimization once a fkasib]c  problem has bmn pod. Finally, although it is not

the subject of this paper, our software i]]]pl(!]l~c])t:itio]~  of” this method makes US(:  of’

l’ortran 90, modern tcchniqum  of object  oriented l)rc)g~’:i]ll]] li]l{:, and C!xtrclndy  fast

lJNIX  based workstation computers.

Optimal trajcchrics  arc dc!tcrnlinecl st,:irtin{;  from a sp(!cifi cd state vector or

launch conditions, consistc]lt  with a sl)ccifid set of constraints and a spccificd  flyl)y

body sc!qu(!ncc, and, o])tional].y, i]) the case of i]]tc:]-l>lallet:iry  t ra]cctorics,  n]c(!tin{:

certain arrival conditions. ‘1’rfijcctory modeling is bad on llllmcrica] i ntcgr:ition  of’

the equations of motion of a ]mint-mass  spacecraft subject to {:l:i~’it:itioll:il

:lcccl[:~.:itio])s.  Additional] effects Inod(:ld  arc in]p~llsivc and/o  I finite motor burns

and solar ])rc.s.sure. The g].:lvit:iti[)l):ll mod(!ls  i ncllldc,  in addition  to the invcrsc-
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square acceleration CIUC  to the planetary cmltral body:  point-mass gravitational

accelerations duc to any combination of sun, planets and sai cllitcs  plus acceleration

duc to tfhc Oblatcness  of planetary central  bodies, ‘1’rajcctory  constraints  m a y

incluc]c  flyby altitudes, b-plane angles, ]atitudcs,  times of closest approach to flyby

bodies, inclinations or c:ssmtially  any othcm  orbital paralnetcr  with rmpcct  to eithm

tfhc primary or secondary lmcly. l’hcm may also bc constrai  Ilts on mancwvcrs  such

a .s time, direction, locattiol~  and mode  of execution. Any of thcm constraints may be

cqualit.y,  inequality or bounds constraints, and will,  of CO UITSC:,  ~K: C1OSC1.Y r~!lat~d to

mission o]mrations  requirements ancl scicncc object ivcw.

‘1’hc method of solution usecl is a parametm  optimiY4atiol]  al~orithm  based  on

a scrim of lincarizations  of the “real” highly nonlil]car  problc  II~. ‘1’he optimization

algorithm changes the indcpmdmt  variables (a series of cstim  atcc] states  along  the

trajectory, usually at flybys) on successive iterations to mducc the cost function

(total AV). I )ue to the com])lcxity  of the problem, it may son Icf imcs h! necessary for

the user to actively control the optimization process in orclcr to achicvc convergence.

A variety of control procedures arc available.

01’’1’1 MI ZArJ’l ON 1’1?0111 XM S’J’ltIJCrJ’UJUl

‘J’rnjcctnry Structure

A complctc  tr:ijcct,ory  is broken  up into a S(xlucncc  of user-defined trajectory

logs. The legs  arc  contiguous in time. The bound:ir-y bctwc(:l]  two successive

trajectory legs is rcf[m-cd  to as a trajectory brcak]mint. on c:lch trajectory leg them

is a uniquc]y  distinguished point rcfcrrcd to as th~’ control ]wint  fbr that leg-. A set

of six control ])oint variables is defined at each control point l.Iy tl]c usm.  ‘J’hc set is

chosen  from a wide ran.gc of possibilities separately for each tl:ijcctory leg.

‘1’hc control point variables collcctivcly,  ovm all lc~s  of t})c trajectory,

dctcrminc  the initial conditions for trajectory pro]) agation  :ind arc a subset, of tllc

i]l(lc:])(!]l(l(’]ltj  vari al)lcs  for optimization. Ally ]cg Of the tr:ijcctt)~y may o])t,  iona]]y

l]avc an additional three indcpcnclcmt  varial)]cs wl]ich  arc  associ:itml  with a

maneuver at, the Ix:ginninx  of tllc tr[ijcctory  lc~. ‘1’hcsc AV vali:ll)]cs  may I)(:

included in tllc  independent variable set ill order  to impose u)llstraints  on tllcl)l.

]“ina]]y,  besides the control point variab]cs  and th( ! optional AV variab]cs,  the
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indcpcndcnt  variab]cs  include the timm oi” the br(:akpoints  lxt,wwn trajectory logs.

Since maneuvers alwa,ys  occur at the bc~illning of trajcctor.y  legs, this permits

optimi~,ation  of n~aneuvcrs  times  if thcm variables are fim parameters.

1 lrcmkpoints  and control points occur in alt(:rnati]lg  fashion along a

trajectory. For example, on a trajectory with  n lcy:s,  they  occur in the following

order:

130, cl, 131, C2, .,., G, 1111,

where the  hi’s a’rc brcakpoint,s  and the Ci’s are co]]t.rol  points. The  cmtirc trajectory

begins at the initial breakpoint BO and encls at tk(:  tmminal  breakpoint, IIn.

Trajectory Gcmcrat,ion

on a given iteration of t}le optimization ]nw[wdurc, a hi a] trajectory must be

gcncratd  from the current values of the independent varial)lm.  Thcm legs of a

trajectory arc gmeratd  scparatdy and illd(~~~crlcl[~ltly.  141ach leg is the result of two

trajectory propagations: first,  a rcwcrsc  (i .[:., backwards  in tin](:) propagation froln

the control point for the leg to the epoch  of the stalting brcak]mint  of the leg;

second, a forward propagation from the control point to the crldi~~g  breakpoint of’ tlj{’

lc.g. ‘J’hc trfijcctory gcncrat)ion  process is complete  when all the trfijc:ctor<y  legs have

bcm dc:tmmincx] in this way. Although the currmlt  i~l~J]l(:~~l(:l-]t:itio~l  of the software

proccssm the legs soqucntially,  since  the 10/;s arc  i I]dcpendcnt  this formulation  is

ideal for possible illl~]lclllc:lltatiol-l  using ])arallel  pr{)ccssors.

At each trajcctor.y  brcak])oint  there  is an “incomin#’  vc]ocity,  which results

from forward propagation of the trajcct,ory  from th{ ])rmxxling  control point,,  and aI)

“outgoing” velocity, which results from reverse pro] ~agation of tllc trajmtory  from

the succeeding control  point. ‘1’bus, while t}-}c  pro]) :lgation  ]nmwdure  guarantcws

that a tr:ljcct,ory  is continuous within a leg, t,hcro \lill in {;[:nc]al  bc (Iiscorlt,i]lllit,ic:s

in bot]l position and vc]ocit.y  at the brcakfmi  Ilt,s  beiwccn legs. 1 n order to achicwc  a

final tr:ljcctory  that is cont,inuo~ls  in position, constraints aw :]iltolll~itic:~lly  imposed

on the ()]~ti]~]i~,~ltic)l]  requiring that position disconti  nuitics at blcak])oints  bc zero.

Velocity (liscol]ti]lllitics,  on the other hand, c:innot,  :ilways  ))(: eliminatcc],  since?

man(:uvcrs  may bc ])hysical]y  nccmsary in ol-dcr to fly the tl’:lj(:ct,ory  within t,hc
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constraints. Within the! avail al)l(! dcgrms of frccxlc)m,  howcvc!r, tll(! user may choose

to impose! constraints r[!q~liring  that  velocity  disco]  ]tinuitim at sclcctcx]  hrcakpoints

be r(!clucc!d  to ml-o.

l’laccmmt of J3rcakJloints and Control l’oint.s

]i’or ycasolls t,]lat s]lc)u](]  ~c ~]car  from the p] ~~~:(]ing discussion of trajectory

gcmmation,  mancuvcm  that arc subjc!ct to o])timiz:~tion lnay only occur at trajcwtory

breakpoints. Thus, km!akpoints  will normally be ])laccd  at points on the! trajectory

where AV’S are mquirml  or mpccted  to be nccdccl.  Apart from this consideration,

the placcmcmt  of trajectory breakpoints is arbitraly. As indicated above, the control

point for a lcg occurs between the epochs ddining the bounclir)g  breakpoints of the

leg. Otherwise, control points may be placed  arbitrarily by the user. In fact, a

control point  and a breakpoint may coinciclc.

A trajectory lcg may contain zero, OnCI or more! flybys of Gravitating bodic!s.  1 I)

normal practice, trajcwtor.y  breakpoints will bc at or near the cxpectcd  maneuver

epochs, with at least one b(!twmn  significant gravity-assist flybys. A lcg will

typically contain one flyby; the control point for the leg will ty] )ically be placed at or

near the pcriapsis  of the flyby. None of these situ:  itions  is in fact rcquirc!d  by tl~c!

m cthod  howc!vcr. Note! that non-mro mancuvc!rs  will in genera] occur at th[! initia  I

breakpoint, 130, and at tl)c  terminal breakpoint, 11]), if not otherwise cc)nstraincd,

lTICltATIVE SOLIJ’1’l ON OF ‘J’IIE 01’’J’I MI ZA’1’ION 1’1{0111.F:M

‘1’hc optimization prc)blcm is a highly nonlinear OIIC! dut} to the nonlinear

nature of the multi-body cquat,ions  of motion. ‘]’h(, non]in[:ar  ~)rob]cnl  is SO]VC(] aS

the! limiting case  ofa sc!rics oflincar (or “lillcarizwl”)  problems. l;ach linearized

problem is itself SOIVCX1 ilmrativc]y  as a sequence of problems through a process

called  “re-weighting the cost function”.

Thus, the nlcthod consists of a loo]>-~vitllill-:t-loo~)  structur~!,  with the inner

itc!ration controlling the rc-wcight,ing  process and t,h[! outer iteration control  lil~g tllc

rc-li  ncarization  prmx!ss. WhC!n both itcrati  ons hav~! convcr{yd,  t] lc “rca]”  nonlinear

~)roblcnl  with the “real” slllll-of-l  ll~i[;llitj~l(l[:s cost  fljnctiol)  has }wcm solved.
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The cost functio~] that  is minimized is the s~in~ of the AV magnitudes. 1“0]1

numcrica]  rc!asons, an indirect approach to c.omput  ing this cost  function is us(!d.

The cost function is:

AVtota]  z w]AV] ~+- W2AV22 -t . . . -I W1lAVn~

Whcm:
n = number  of allowcxl maneuvers on the trajectory

AVi = magnitude of the ith AV vector

ancl Wi = scale factor or “weight” associated with t] Le ith n~allcllv(!r

The  wi ‘s arc initially set to the somewhat arbitrary value of 1.0. They  are

then ac]justcd  in a scri[!s  of automated “rc-weighti~lg”  opc!rations.  When  iterative

rc-weighting is finished, [!ach weight, equals

) / (the  corrc!sponding  AV)

or, cxprcwscd  diffc!rently,  t]lc rcciproca]  of the wei~ht,  c!quals t])c corresponding AV

nagnitude.  ‘J’he cost function, tl)m, rcduccs to prcciscly

AV] + AV2 -t . . . + AVIl

e., the sum of the AV magnituclm,  which is the “rt!al” cost function to lx: minimized.

For  c:ach set of weights, the current lineariz(x]  version of’ the tr:~jectory

optimization problem is SOIV(!C1 by a utility lil~car-l(:ast-s(]  ~l:i~’c:s  minimization

package. When the re-weighting  ])roc(!ss converges, the rcsulti n{; trajectory so] utiof)

is used to dctcrminc  a ncw linearization of Lhc: nonlinear problem; the rc-wc!ightillg

procc!ss  is done!  on this new linearization, etc., until there  is oI]ly a negligit)lc  cllangc

from one linc!ari zation  to the n(!xt.
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IWSU1 .’1’S AND 12XAM 1’1,12 ‘J’IMJIICrJ’OItlI’lS

1 )cscriptions  of the convcrgcncc  behavior and solution cl]aracteristics  for a

scdcction  of cliffercnt  trajectory types  are presented. At least several cases fro~l~ tJIc

cxtmsive set of baseline test cases used to validate the current software

il]l]>lclll(!lltatio~l  will be summarized. They may include some  of the following:

Galileo lntcn-p]anctary  V.EEGA ‘1’rajcctory

l';arLl~-Vel~~ls-l';  arth-Gas]]ra-F;  artl~-Icl:i-J~l  ]>it[!I

Galileo Satellite Tour

11 orbits of Jupit[!r  with 1 or 2 satellite flybys ]mr orbit

2 of the orbits with constrained Jupiter inclination

Cassini  interplanetary VV13JGA Trajectory

l{;arth-Vcn~ls-Vel~  us-13 arth-J~l~~iter-S:  it~lr~l

Cassini  Satellite ‘1’our (Example)

approximatcl.y  40 orbits of Saturn with  0,1 or 2, flybys pc!r orbit

scweral orbits with constrained Saturn inclination]]

Near  Earth  Astmwid  Rend[!zvous  ‘1’r:ijector~’ (N FJAR)

l’;arth-Earth-l?  ros

Multiple 1.unar  1{’1 yby Trajectory

The samples will be chosen to demonstrate the vel satility of t]]c lncthoc] and its

application to a wide  variety of currcmt and proposed multi])lc flyby missions.
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